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Abstract. This paper proposes an extension to the formalism of regular expressions
with a form of predicate logic where quantified propositions apply to substrings.
The implementation hinges crucially on the manipulation of auxiliary symbols
which has been a common, though previously unsystematized practice in finite-
state language processing. We also apply the notation to give alternate compila-
tion methods for two-level grammars and various types of replacement rules found
in the literature, and show that, under a certain interpretation, two-level rules and
many types of replacement rules are equivalent.

Introduction

The popularity of finite-state natural language processing can probably be partly at-
tributed to the expansion of the the idiom of regular expressions—that is, the introduc-
tion of new regular expression operators that provide increasing layers of abstraction
upon simpler regular expressions in automaton and transducer construction. Instead of
designing finite-state automata or transducers manually, or even using a basic set of reg-
ular expression operators, the finite-state developer now has an array of flexible opera-
tions to choose from, including two-level rules, various flavors of rewrite rules, direc-
tional longest-match rules, context restriction rules, priority union, lenient composition,
etc [1,2].

Many of these operators are naturally defined in terms of simpler regular expressions—
for instance, many finite-state toolkits have a separate operator with the semantics of
“contains exactly one instance of a substring drawn from the language £,” £ being an
arbitrary regular language. The same idea can of course be expressed through the more
cumbersome and less legible:

(S* L) — (B*((BTLE N LSY) U (LSt N L))sY) )

Unlike this example, a good many of the more advanced expressions—such as con-
textual rewriting, or directed replacement—are very difficult to define through basic
regular expressions. The common solution throughout the research and implementation
of these advanced regular expression operators has been the use of “auxiliary marker
symbols”—symbols that in the process of compiling complex statements are inserted
into a language, constrained, and finally removed.

For instance:



e [3] use “auxiliary brackets” to develop a rule compiler for two-level rules, where
a significant portion of the description of the method is devoted to complications
in compiling “overlapping” restriction rules.

e [4] make extensive use of “auxiliary brackets” which are inserted, whose pres-
ence is constrained, and which are then appropriately ignored in some contexts in
defining rewrite rules and two-level rules as regular relations.

e [5], [6], and [7] use various bracketing systems to define replacement, directed
replacement, and parallel replacement rules.

e [8] define a context restriction operator (=), as well as a more generalized con-
text restriction operator, through the use of a ¢-symbol, whose occurrence is con-
strained and which is then removed.

The possible drawbacks with this method, though very expressive, include the dif-
ficulty of post-design analysis of complex constructions, as well as verification of their
correctness. In light of these problems, it would be desirable to at least systematize the
notation, if not to abstract the entire construction method under a new notation where
the component parts would be easy to verify for semantic correctness, and which would
also be easily extended to allow the description and finite-state compilation of novel
expressions.

This paper presents such an abstraction of the technique of auxiliary symbol usage
in designing complex regular languages and relations. We find that, if defined in an ap-
propriate manner, a particular kind of abstraction of this technique is equivalent to a log-
ical notation where we can assert properties of strings in a systematic way that greatly
simplifies the process of defining the types of regular languages and relations pertinent
to natural language processing applications.

1. Notation

When speaking of regular languages, we denote alphabets with A, I", and . We also
make use of the standard extended regular expression operators: union (X' U )), concate-
nation (X'Y), Kleene closure (X*), Kleene plus (X ™), intersection (X NY), complement
(X&), difference (X — ), and asynchronous language product (X || )) (also called
shuffle product). We follow the convention that individual symbols are represented in
lower case, e.g. a, while arbitrary regular languages are calligraphic, e.g. A, and reserve
upper case letters to denote logical propositions, e.g. S(X, ). We also use the standard
logical quantifiers and connectives (3z), (Vx), =, V, A, —, <.

2. Method

We will first outline the reasoning informally and more concretely, and later introduce
the notation more formally and generally.

Consider the effect of defining a language over an alphabet A = ¥ U I, where the
alphabet is divided into two parts ¥ = {a,b} and I' = {(O} (our auxiliary alphabet),
such that it contains exactly one instance of (), i.e. (X* (O ¥*), and then intersecting
this language with a language that contains the ()-symbol, and finally deleting the ()



symbol from the language. Let us call this auxiliary symbol removal operation II(L). For
example:

I((E" O X)) N (A" Oaed")) @

Clearly, the end result in this example is the language over ¥* that contains at least
one a, i.e. another way of saying (X*a>*). However, laid out in this fashion, we can see
that separating the regular expression into two parts has brought about two independent
statements with different semantics: the first one, (X* (O X*) simply asserts the existence
of exactly one symbol O), while the second, (A* O aA*) asserts that there is a (O)-symbol
which is followed by an a. Informally, the first part says “there exists exactly one position
called (),” and the second part: “some position called () is followed by an a.”

In effect what we have achieved in intersecting these two statements and deleting the
(O-symbol is a form of variable binding—the first regular expression being equivalent to
existential quantification of a position in a string, or the “existence of a substring,” and
the latter a proposition bound by the variable ().

We can now expand the same idea, and replace the first part of the regular expres-
sion with (Z*@X*@X*) (for the sake of clarity in notation, let us replace the O) with
@) in the auxiliary alphabet A, to make clear that our auxiliary symbol says something
about a letter variable which we shall call x). We are now defining the language over
A* that contains exactly two symbols @). The purpose of the two @)-symbols is to de-
lineate two positions in a string z, the starting and the ending position (the usefulness
of this will become clear later). Let us call the combined effect of this regular expres-
sion and of removing the auxiliary symbols the regular expression equivalent of (3z),
ie. [I(Z*@X*@X*). In intersecting this language before removal of the auxiliary sym-
bols with any regular language ¢ (that may or may not contain ()) we can achieve a
propositional sentence (3z)(p).

To continue with this idea: what about the possible propositions in ¢? In modelling
of the open statements ¢, the simplest desirable proposition would be one with the se-
mantics that a substring is a member of some language £, i.e. z € L. Over A* the regular
expression (A*@) L@ A*) describes precisely this circumstance: “there exists a substring
@L@).” Another useful statement to have would be a kind of successor-of-relationship
S(t1,t2)—t1 is immediately succeeded by ta—where the terms could either be arbitrary
languages or variables. This translates naturally to (A*¢;t2 A*), for example, S(z,.A)
would be rendered as (A*@A*@.AA*).

Since we have seen that (3z) in our still tentative logic over strings can be modelled
by II(Z*@X*@X*), and since a universally quantified proposition (V)(y) is equiva-
lent to =(3z)— (), the regular expression equivalent of a universally quantified state-
ment is:

(V2)(p) = "I((Z" @ @X") N ~(p)) ©)

We are now in a position to put together a complete logical sentence. For example,
the sentence:



(Vz)(x € A — S(x,B)) )

would describe the language where every instance of a member of language A is im-
mediately followed by a string from language B. In translating the open statements
to regular expressions, we make use of the conditional laws of statement logic, where
(P — Q) & (=P V Q), and we find the equivalent regular expression following the
above scheme:

(V) reA S(x, B)
—— —~—
ﬁn((z*@z*@z*) n -(-(a"@A@A%) U (A*@A*@BA*)))

2.1. Variables

So far we have only assumed propositions quantified by a single variable x. Naturally,
we will want to extend this to an arbitrary number of variables. This requires some book-
keeping on the part of the alphabets. Suppose we have a sentence:

(V) (Fy) (¢) ©)

Now, it will not do to define (Jy) as (X*@X*@X*) for the simple reason that this
precludes the existence of @) symbols (as ) is not a symbol of ¥). So, with several
symbols, we need the ability to describe “any symbol in A except (),” to ensure that
we allow other auxiliary symbols in the regular expression equivalent of (Jy). This is of
course easy to describe as a regular language (A — (y))), and as a shorthand and to keep
the notation clean we shall say A, signifies precisely this: any symbol in the alphabet A
except (y). Hence, a construction such as

(V) 3y)(¢) = ~(Bx)~(By)(v)) (6)

becomes:

I((A@AI@AL) N -N((A;@4;@A) N () ) ™)

Until now, we have said little about the operation II(L), except that it deletes the
symbols in our “variable alphabet” T' from the language £.! Again, in order to keep the
notation uncluttered, we shall define TI(L) as a dynamic operation, that also changes the
alphabet I', shrinking it by one symbol, which is the symbol that is currently being re-
moved. This operation is crucial for the possible language complements that need to be
taken in the process of eliminating several quantifiers. In the above example (7), for in-
stance, the innermost IT-operation deletes the symbol (y) from the language and removes
the symbol (y) from T', leading to that the following complement is taken with respect to

'From a formal language perspective, this is simply a substitution f(T") = e, or, from an automaton per-
spective, a replacement of transitions containing symbols from I'" with e-transitions.



an alphabet A (recall that A = T U X) that only contains one auxiliary {@}. Likewise,
after the outermost IT operation, A = ¥, since all auxiliaries have now been purged from
the auxiliary alphabet. This operation could be described non-dynamically, but at the cost
of much lengthier expressions and without contributing to the clarity of the operation.

2.2. Propositions

We are naturally not restricted to the propositions developed so far—in fact any subset
of the language A* is a proposition.

Since a proposition, such as x € L, i.e. (A*@L@A*) may contain sublanguages
where no variable symbols occur—in this example £ may be such a language—care
must be taken to ensure that other variables can freely occur within the regular expression
equivalent of the proposition. Hence, propositions should in general be augmented with
freely interspersed symbols from I', our marker alphabet. The proposition x € L then
becomes (A*@L@A*) || ['*.2

For example, since we can now extend the notation with any proposition, we might
want to define S(¢1,t2) as n-ary, instead of a two-place predicate (which will save
much ink and instantiation of variables in some constructions). It is easy to see that
Sty ... tn) = (A%ty ... t,A%) | T, where t; = ©)A*@) if the term ¢; is a variable,
and simply £; if ¢; is a language constant. For example, S(L, z, R), then becomes:

(A"L@A*@RA™) || I ®)
2.3. Interim summary

We now have a construction method by which our proposed logical notation can be
systematically converted to regular expressions, and hence to finite-state automata.> In
particular, new propositions can be introduced in a fairly straightforward way, and we
shall do so whenever needed in the upcoming examples. The basic construction together
with basic propositions is summarized in Table 1.

We can now proceed to tackle a selection of difficult regular language problems and
illustrate their solution through the notation developed here.

2This would of course be equivalent to (A*@(L || T*)@A*), which may be more efficient to compile
because of less non-determinism in the intermediate results: if £ contains no symbols from I', which should be
the case, then allowing symbols from I" to freely occur within strings from £ will not introduce nondeterminism
in the automaton construction. However, for the sake of generality, we will simply say that a proposition P
shall be implemented as above, with symbols from I occurring anywhere, i.e. P || T'*.

3The overall approach is somewhat similar to classical methods of converting sentences if first-order logic
of one successor FO[<] and monadic second-order logic MSOL[S] to finite-state automata [9,10]. There are
two crucial differences, however: a) classical methods employ a joint alphabet of symbols and variables rep-
resented as vectors, while we entirely divorce the variable alphabet from our symbol alphabet, and b) we treat
variables semantically as denoting substrings with a beginning and an end, rather than integers representing
positions in a string. This approach, we believe, confers much more conciseness in notation, and the advantage
of a simple way of defining new predicates whenever necessary, as well as being compilable into automata
using existing operations of finite-state toolkits. [11] also develops a logical formalism based on the classical
methods mentioned above and applies it to language processing; however, this relies on a separate compiler
from MSOL[S]-logic, and requires that extra predicates be defined in terms of primitive propositions, rather
than allowing intermixing regular expressions and logical statements.



Logical notation R.E. equivalent Notes

(Fz) () = I((AT@AL@AL) N (9) Ar=(A-@)

(V) () = I((AL@AL@AL) N ()

xel = (A*@L@A*) || T*

St1,..-,tn) = (A%t1...thA*) || T* ti = ©A*@) if t; is a variable x;
T=y = @@lopa@lean|rr

Table 1. Table summarizing the logical notation and their the regular expression equivalents. We assume the
alphabets I" and ¥, where I' is the marker alphabet that contains the variable symbols under quantification,
such as @), @), etc. Collectively, the two alphabets together are denoted A, i.e. A = I' U 3. The operation
I1(L) deletes the currently quantified variable symbol from £, and removes it from I'.

2.4. An example construction

Returning to the the example construction of which a standard regular expression was
given in Eq. (1), that of a language that contains only one factor from some arbitrary
regular language £; in our logical notation, we could express this as:

(Fz)(x € LA (Vy)(y € L — x=y)) ©)

Here we need a way to model the proposition x = y for some variables x and y.
This circumstance in captured by the language where both () and (y) markers share the
same positions (see table 1).

Again, using the fact that (P — Q) <= (=P V @), and following the translation
method given we get the following regular expression:

(A @AL@AL) N (aN-TI((A;@A;@A)) N =(=4U7)))) (10)

where:
a = (A@L@AY) | @
B = (A"@LQAY) || (@U@)*
7 o= (AM@ @AY (@ | @)AT) || T

It should be noted that there is much room for optimization in this particular construction:
for instance, it is obvious that the shuffle product in unnecessary in « and partly so in 7,
etc., however, we represent them explicitly here to follow the construction method me-
chanically. In general, depending on the nature of the propositions and the formula, some
steps can be optimized or omitted to avoid unwanted nondeterminism in the intermediate
stages of automaton construction.



3. Applications
3.1. Context restriction

Context restriction over arbitrary regular languages is an operation discussed in [12,8].
The notation is as follows:

AﬁBl_Cl,...,Bn_cn (11)

The intended semantics is that a context restriction statement of the format above
defines the language where every instance of a substring from the language A is sur-
rounded by some pair B; and C,. This language is quite challenging to capture through
standard regular expression operators, as seen in the solution given in [12].

The language of context restriction translates very naturally into a logical notation:
if x is a substring that is a member of language .4, then z is the successor of a string from
B and a string from C is the successor of z. Employing the n-ary successor-of predicate
introduced earlier, this becomes:

(Vx)(xGAH (S(Bl,:mcl)v...\/S(Bn,x,Cn))) (12)

and can be translated into a regular expression and a finite automaton exactly as described
above.

3.2. Two-level rules

A two level grammar defines a subset of the language %, where X is the set of feasible
pairs, defined in advance. The set 2% is constrained by the use of statements involving
four operators: a : b = [ _r (saying the symbol a : b is only permitted between [ and
r), a : b < [ _r (which says a symbol a occurring between the languages [ and  must
be realized as b), and a : b/ < | _r (saying a : b is never allowed between [ and r) [13].
The notation a : b < [ _ r is a shorthand for the conjunction between the first two types
of rules.

The feasible pairs X ¢ are also assumed to include every symbol pair occurring in
some statement in the collection of grammar rules on the left-hand side.

Compiling a collection of such rules into a finite-state automaton (or transducer) is a
non-trivial task, particularly for right-arrow rules with multiple contexts. However, each
of the rule types are quite comfortably expressible in the logical notation proposed:

a:b=1_r
a:b<l_r
a:b/<l_r

(Vz)(z €a:b— S x,1))
—~(3z)(z € a:bASUzT))
=(3z)(z €a:bAS(, 1))

There is the additional practice [3,2] that right-arrow rules with multiple contexts
are allowed, are separated by commas, and are interpreted disjunctively: i.e. one of the
contexts must hold for the symbol pair ¢ : b to be legal. For right-arrow rules, this
prompts exactly the same solution as for context restriction above:



Vx)(x€ea:b— Sy, x,r) V...V Sy, x,10)) (13)

For left-arrow rules and disjunctive multiple contexts, the logical specification is:

=(Fz)(z €a:bA (S, z,r) V... VS(ly,z, 1)) (14)

that is, in every context [; _ r;, a must be realized as b.

In essence, the above is a complete compilation algorithm and logical specification
for two-level rules, if translated to regular expressions through the method presented
above. The collection of individual rules are assumed to be intersected with each other
and the set of feasible pairs. Hence, we get that a two-level grammar G can be compiled
as:

G=iNn

where R is the intersection of the individual rules compiled through the notation pre-
sented here.

3.3. String-to-string two-level rules vs. replacement rules

Many proposals have been put forth regarding the conversion of so-called phonological
rewrite rules into finite-state transducers. This includes [4], [7], [14], [6], inter alia. We
shall here consider the construction of transducers that implement “replacement rules,”
as defined in [2]. However, in order to simultaneously construct transducers and clearly
define the semantics of these replacement rules, we shall build them as an extension to
two-level rules and interpret them as two-level correspondence rules augmented with
specific conflict resolution strategies.

3.3.1. Replacement rules

[2] define a set of replacement rules of the format:

A op Bdir L _ R

where op is one of —> (replace), @—> (replace leftmost, longest-match), @> (leftmost
shortest-match), and dir one of | | (upper-side context), // (left context holds on lower
side, right on upper), \\ (left context holds on upper side, right on lower), \ / (both con-
texts hold on lower side). Replacement op may also be optional by surrounding it with
parentheses, e.g. (—>). Multiple replacement rules may also apply in parallel, which is
indicated by separating the different rules with ,,, although in this case op and dir must
be identical for all parallel rules.*

“4This is based on an observation from the reference implementation of these operators, xfst 2.10.9.



The proximity between a replacement rule a —> b || 1 _ r and a two-level
rule @ : b < | : _r : has been noted by [5]. Also, an “optional” replacement rule
(=>) seems to correspond somewhat to two-level right-arrow (=-) rules. What stands
in the way of this analogy is that replacement rules are assumed to describe a relation
where the arguments are any regular language, while the two-level paradigm is restrict-
ing symbol-to-symbol correspondences. To bring these two formalisms closer together,
we shall therefore as a first step extend the two-level formalism to allow any regular
languages as arguments, and see that, under a certain interpretation, the formalisms of
parallel replacement rules and string-to-string two-level rules with a conflict resolution
strategy describe exactly the same relations. Through this approach we also give a clear
logical definition of the two using the formalism presented in this paper.

3.3.2. String-to-string two-level rules

In what follows, we shall assume the regular semantics of two-level rules, with the addi-
tion that in statements such as:

A:BopL_R

where op is one of <, <, =, A and B may be any regular language, while L and R may
be a correspondence between any two regular languages, i.e. L1 : L. For example:

at iz a: 2" _b:X*

Also, we abandon the idea of constraining a set of feasible pairs, and replace this
with the notion of feasible string pairs, which is a subset of (X* x 3*), which includes
all single-symbol identity pairs, as well as every language pair A : B used in a two-level
rule, i.e. a grammar with a single rule like @ : b* < z : ¥ _x : ¥ is a constraint over
the feasible string pairs (Id(X) Ua x b*)*.>

3.3.3. Rule conflicts

As is well known for writers of two-level grammars, rules may conflict with each other
in the sense that one rule blocks the application of another rule, or two rules are mutually
contradictory. These are classifiable as both left-arrow conflicts and right-arrow conflicts.
An example of a left-arrow conflict, is given by the pair of rules:

a:b<=l_r a:c<=l_r

Obviously, there cannot exist a string that contains [ followed by an a on the lexical
side, and r, where the a is realized as both b and ¢ on the surface side. A right-arrow
conflict can be illustrated by the pair of rules:

a:b=1_r a:b=c_d

3See the appendix for a suggested encoding of regular relations as a regular language at the automaton level.



Here, the two rules state that the pair a : b is only allowed in two different contexts:
[ _r and c _ d, in effect disallowing a : b everywhere.

For practical purposes, automatic conflict resolution has usually focused on two
strategies: either giving automatic precedence to one of two rules, or giving precedence
to the rule which is more ‘specific’ in its context specification (related to the notion called
‘disjunctive ordering’ in serial rewrite-rule phonology).

However, in generalizing two-level rules to arbitrary strings, there is the additional
possibility that a rule may be in conflict with itself.® Consider the rule:

at:be _ 15)
i.e., a™ may and must be realized as b everywhere. Two hypothetical string pairs that at
first glance may seem feasible are:

aa aa
bb b0

However, both possibilities are ruled out: in the first case aa (a member of a™ is
corresponding to bb (not a member of the language b), and in the second case the latter a
(a member of a™) is realized as 0 (not a member of b). Hence, any input involving more
than one consecutive a has no feasible realization: the rule is in left-arrow conflict with
itself.

Also, consider the rule:

atibe N (16)
and the two pairs:

laa laa
Iba 1b0

Here, the leftmost correspondence is ruled out because a substring aa corresponds to
ba, while the rule says a* must be realized as b everywhere. Similarly for the rightmost
case: the last a is a member of the language a™, but is realized as zero, not b.

Herein lies a crucial difference between the expected behavior of replacement rules:
a replacement rule

at —> b || 1 _ a7)
will accept both correspondences described. It seems a two-level formalism based on
string-to-string constraints becomes less useful than symbol-to-symbol constraints be-
cause of this stringency.

SWhich is indeed also possible in symbol-to-symbol two-level rules, but only with epenthesis rules, i.e. rules
of the type O : a <= [ _ r. This and other epenthesis-related cases will be discussed in the appendix.



If we wanted to pursue the analogy between replacement rules and string-to-string
two-level rules, there is also the possibility of writing replacement rules that apply in
“parallel,” e.g.

lar->1alll _, a->Db]|| 1 r (18)

The way the parallel rules are defined, the two correspondences:

lar lar
lal Ibr

are allowed. However, for a similar set of two-level constraints
lar : lal & _ a:bsl: _r:

neither one is allowed, since they are in mutual conflict.

3.3.4. Conflict resolution

The above data suggest a strategy for automatic conflict resolution to make string-based
two-level rules useable: if we would like to define transducers that always give some
output, regardless of the input, and, at the same time, not give certain rules arbitrary
precedence over others, the only feasible strategy is to have rules always yield to other
rules if they are in conflict. In the previous example, we will accept both lal and [br as
outputs for the input lar, because in the two cases, rule 1 should yield to rule 2, and vice
versa, mutually.

In formalizing this using our logic notation, we want to say that a rule (left-arrow
or right-arrow) must hold, except if another rule permits a different correspondence in
parts of the same center. To this end, we shall need a new predicate in addition to the
ones already established: call this two-argument predicate OL (for ‘overlaps’), with the
semantics that a proposition OL(¢1, t5) is true iff the positions of strings ¢; and ¢, share
at least one symbol:

We can now add a statement to the previous definition of (=) to illustrate this
method of conflict resolution:

A:B=L_R=

(Vz)(x € A: B— S(L,z,R) V (Fy)(OL(x,y) N\y€ A: BAS(L,y, R))) (19

that is, every A : B must be surrounded by L and R, except in the case thatan A : B is
a substring of another A : B which in turn is surrounded by L and R.



However, this only solves the case where a single rule may be in conflict with itself,
such as:

at:be _

In general, we would like to enforce a right-arrow constraint only in the case that
there is no other rule applicable for a given substring of correspondences. Assume we
have a set of right-arrow rules {R, ..., %R, } that consist of components A; : B;, L;,
R;, and we want to express the idea that all right-arrow correspondence requirements
A, : B; must hold, except if some other correspondence (including one permitted by the
rule at hand itself) is legal within the same region A; : B;.

= 20)

\/ Gui)(OL(wi,y;) Ny; € Aj: B; AS(Ly,y;,Ry)))
j=0

There is an equivalence between replacement rules of the directional type and two-
level string-to-string rules with the conflict resolution method, according to the following
pattern:

A ->B || L _R A:B & L:¥X_R:X*
A ->B // L _R A:B & YX*:L_R:X*
A ->B\\ L _R A:B & L:¥X_Y*:R
A -> B \/ L R A:B & X :L_Y*:R

However, replacement rules are somewhat more restricted since contexts are only
specified on one side of a relation.

If we generalize and apply the same conflict resolution method to <, the two for-
malisms become equivalent. That is, the formula (20) together with an identical con-
flict resolution-enhanced formula for <= will produce transducers that function exactly as
parallel replacement rules. Right-arrow rules by themselves produce so-called optional
replacement rules (—>).

3.4. Modes of application
There is additionally the type of replacement rule that is constrained by length-of-match
and direction (either left-to-right or right-to-left). So for instance, a leftmost longest-
match rule like:

a+t @—> x 2n

will map a to x, aa to x, etc [7].



Visualizing the “directionality” as either left-to-right or right-to-left conjures up a
procedural image of the string correspondence, which in a logical formalism is difficult
to approach. But there is a static way of looking at the formalism only in terms of string
correspondences. “Longest match” in a rule that constrains a pairing of A and B (perhaps
between L and R) clearly implies that a correspondence A : B may not occur if that same
string A : B starts at the position a longer string A : — B starts. That is, the configuration:

should be disallowed. Returning to our original definition of a right-arrow rule (disre-
garding for the moment what was said previously about conflict resolution), we need to
restrict the right-arrow rule as follows:’

(Vz)(x € A: B— S(L,x, R)A-(Fy)(y € A : =BA(zp = yp)N(Ye > 2. )AS(L,y, R)))
(22)

This defines the language where A : B is only allowed between L and R, but that
A : B is additionally disallowed in the circumstance described above: if there also exists
a substring y which starts where « starts, ends later than « and y could potentially be a
legal A : B correspondence, but is not.

The “leftmost” requirement is an additional constraint symmetrical to the longest-
match requirement: we also want to disallow an A : B whenever we can find an instance
of L A: —~B R where the A : =B portion overlaps with the position at hand and that
begins earlier.

We therefore want to add the statement

~(3y)y € A: ~BAS(L,y, R) NOLL(y, x)) (23)

where OLL(y,x) is a proposition “overlaps-to-the-left,” describing situations such as:3

The cases of shortest-match and right-to-left directionality are entirely symmetrical:
in shortest-match we disallow an A : B that contains A : —B starting at the same
position, while right-to-left requires the proposition overlaps-to-the-right.

"We temporarily introduce two new propositions here; it is easy to see that (zs = vys), the substring =
begins where the substring y does, and (ze > ye), the substring = ends later than y can be constructed as a
regular expression over A—the former is the language where the first @) is adjacent to the first @)-symbol,
while the latter is the language where the second @) occurs later than the second @)-symbol (with at least one
symbol from 3 intervening).

8ie. (A*@A*@A*@A*@A*)—this also permits the situation where the two variables denote exactly
the same substring. This is a regular expression over simple strings, not correspondences. See the appendix on
how to modify this to handle correspondences in our encoding.



Again, if we add the conflict resolution method outlined in the previous section to
these modifications of the right-arrow rule, the semantics of the collection of replacement
rules, parallel replacement rules as well as directed replacement are captured through the
notation here, and are directly compilable into finite-state automata/transducers.

4. Conclusion

We have presented an extension to the formalism of regular expressions, which we call
regular predicate logic. It systematizes the prevalent use of auxiliary symbols in defining
complicated languages in a way that is notationally clear and can be intermixed with
standard regular expressions. In particular, the propositions of our regular predicate logic
are freely extendable and it is assumed that one can take advantage of other finite-state
calculus operators in defining new predicates.

We have also demonstrated how the notation can be used to systematically define
other formalisms used in natural language processing applications; two-level rules and
replacement rules. We believe the new notation brings a level of transparency to the
definition of other complex regular expression operations.

It is interesting to note that [4], in defining what they call “if-P-then-S(Lq, £2)”
(the language where every string from £, is followed by some string from L) as
—(X*L1-(L23*)), point out an intuition that the “double complementation in the def-
initions ...and also in several other expressions ...constitutes an idiom for expressing
universal quantification.” However, in our formalism it is the combination of a specific
type of use of auxiliary symbols together with a double negation that constitutes an id-
iom for universal quantification. The double negation (taken with respect to different al-
phabets) then becomes an artifact of the definition of universal quantification in terms of
existential quantification and the construct where variable binding is achieved through
intersection:

(V) (p) = ~II((A; @A @A) N=(p))
4.1. Further work

The examples given in this paper are in no way meant to be exhaustive of the potential
applications of the formalism. Examples of possible further work include:

e Investigation other formalisms in terms of the logical notation developed here.
For instance, [15] and [1] treat Optimality Theory fundamentally through insert-
ing violation markers, filtering them, and removing them. This can probably be
interpreted within the notation at hand, where different violations are treated as
different variables, which would yield a more static, logical description of OT.
This would probably require an introduction of limited second-order predication
together with a “cardinality” predicate (which would go beyond finite-state means
in the general case), in order to keep track of the number of violations of con-
straints.



e Multi-tiered constraint systems could probably be described through the logical
notation developed here. In essence, the string generalization of two-level gram-
mars could probably by augmented from two to any number of tiers, where logi-
cal statements could be made within, between, and across tiers. This bears many
similarities to autosegmental theories of phonology.

e The formalism itself could possibly be used as a sole basis for constructing nat-
ural language morphological analyzers, either through a 2-level or n-level repre-
sentation.

5. Appendix
5.1. Multi-level encoding

In implementing string-to-string two-level rules and replacement rules, we have decided
to not directly encode the relations as transducers, but rather as an even-length regular
language (XX)* such that the odd numbered symbols represent the input and the even
numbered symbols the output. Additionally the alphabet contains a special symbol 0
which represents e (very similar to the “hard zero” in classical two-level implementa-
tions). A language over (XX)* can trivially be converted into a finite-state transducer by
removing odd states in a path and creating symbol pairs from sequences, i.e. a sequence
ab would become a single transition a : b. Also, any string pair A : B mentioned in
a rule is arranged in such a way that the symbol 0O is padded to the end of whichever
the shorter string is to make an equal-length representation: (abc) : d becomes adb0c0,
etc. The initial “feasible language pairs” are then all doubled symbol sequences, in the
example above: (aa U bb U cc U dd U Q@ U adb0c0)*, etc. The additional special sym-
bol sequence QQ signifies an identity pair for any symbol not explicitly included in the
alphabet through a left-hand side of a two-level rule.

Naturally, the logical compilation must be modified to accommodate the fact that
we are dealing with symbol sequences where the symbols come in pairs: i.e. we need to
also make sure the variable symbols occur at positions before even-numbered symbols
from X so that propositions that need to refer either to the input side or the output side
are consistent. Hence, (3x) in this two-level encoding becomes:

and similarly for encoding the propositions.
5.2. Epenthesis rules

Epenthesis rules, exemplified in two-level grammars through rules where the left-hand
side is O : a, or in replacement rules such as 0 —> a have a special status owing to the
fact that the empty string €, from a formal point of view, occurs an unbounded number of
times within any string in a language. In fact, all approaches to treating such statements
need to make explicit decisions on the semantics of epenthesis rules. Replace rules (as
in [2]) come in two varieties: 0 —> L,and [..] —-> L with different semantics. The
former is interpreted as an optional rule (inserting optionally the language L in the speci-



fied context), while the latter is an obligatory rule with the restriction that € is interpreted
as occurring only and exactly once between each symbol in X*. These are arbitrary de-
cisions motivated by the prevalence of epenthesis rules in phonology and the need to
model such patterns through finite-state means. Their behavior can be modelled readily
through the logic notation presented above.
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